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MASTER OF COMPUTER APPLICATIONS
CURRICULUM AND SYLLABI FORI TO IV SEMESTERS

PROGRAMME EDUCATIONAL OBJECTIVES (PEOs)

PEO1 : Apply their computing skills to analyse, design and develop innovative software products to meet the

industry needs and excel as software professionals.

PEO2 : Communicate and function effectively in teams in multidisciplinary fields within the global, societal

and environmental context.

PEO3 : Exhibit professional integrity, ethics, life long learning with responsibility to contribute technical

solutions for the sustainable development of society.

PROGRAMME OUTCOMES (POs):

PO1 : An ability to independently carry out research/investigation and development work to solve practical

problems

PO2 : An ability to write and present a substantial technical report/document

PO3 : Students should be able to demonstrate a degree of mastery over the area as per the specialization of
the program

PO4 : Able to select suitable data models, appropriate architecture, and platform to implement a system with
good performance.

POS : Able to design and integrate various system based components to provide user interactive solutions for

various challenges.

POG6 : Able to develop applications for real time environments using existing and upcoming technologies.
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PROGRAM SPECIFIC OUTCOMES (PSOs)

PSO1 : Able to understand and apply knowledge on analysis, design and development of software applications.
PSO2 : Able to work with modern software tools and technique
PSO3 : Able to match their skills for employment and advanced studies with continuous learning, creative

thinking, flexibility in taking responsibility, consistency in performance

PEO/PO/PSO MAPPING
PEO /PO./PSO MAPPING
POs PSOs
PEOs
PO1 PO2 | PO3 | PO4 | PO5 | PO6 | PSO1 | PSO2 | PSO3
PEO1 3 3 3 3 3 3 3 3 3
PEO2 3 2 2 1 L 12 2 1 2 3
PEO3 3 2 3 2 2 2 2 3 3
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CURRICULUM AND SYLLABI FORI TO IV SEMESTERS

ERADE

SEMESTER I
CATE PERIODS TOTAL
S.N COURSE COURSE NAME GOR PER WEEK | CONTAC | CREDIT
0. CODE % LlTt!|p T S
PERIODS
THEORY
1 PPMCIECO1 Applied Probabll.lty and St.atlStICS FC 3 1 ¥ 4 4
for Computer Science Engineers
5 PPMCIPCO] Advar}ced Data Structures and PC 3 8 = 3 3
Algorithms
3 PPMCIPCO2 Objc?ct O}'lented Software PC 3 - i 5 3
Engineering
4 PPMCIPCO03 | Python Programming PC 377 - - 3 3
5 PPMCI1PC04 | Cloud Computing Technologies PC 8 - - 3 3
6 PPMCIPCO5 | Java Programming PC 3 zpmt 79 5 4
7 PPMCIACO1 | Audit Course —I* AC 2 - - 2 0
PRACTICALS
2 PPMCIPLOI Adva?ced Data StrucFures and PL ; 1 4 1 5
Algorithms Laboratory
9 PPMCIPL02 | Python Programming Laboratory PL - - 4 4 2
10 PPMCI1PDO1 Communication Skills —1 PD - - 2 2 1
Total 25
*Audit course is optional
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SEMESTER II

SN | COURSE CATE | pgr wepk | TOTAL CREDIT
0. CODE COURSE NAME GOR CONTACT S
Y L | T| P | PERIODS
THEORY
1 PPMC2PCO06 | Full Stack Web Development PC 3 - - 3 3
2 PPMC2PC07 | Machine Learning PE 8 - - 3 3
3 | PPMC2PCO8 ?gﬁ;ﬁ?;ﬁg diabase HO e |5 5 4
4 | PPMC2PC09 g[eovbeillgp’f‘npe‘ﬁtica“o“ P o35 s 00 2 5 4
5 PPMC2PEXX | Professional Elective I PE 3 - - 3 3
6 PPMC2PEXX | Professional Elective II PE 3 - - 3 3
7 PPMC2ILXX | Industry Lecture** IL 2 - - 2 0
8 PPMC2ACXX | Audit Course — II* AC 2 - - 2 0
PRACTICALS
8 | PPMC2PLO2 Egg;;?gifyweb 2aE e o P e 4 2
9 PPMC2PLO03 »>| Machine Learning Laboratory PL - - 4 4 2
10 PPMC2PD02 | Communication Skills — II PD 0 Q=2 2 1
Total . 25

*Audit course is optional

**Industry Lecture is Mandatory
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SEMESTER III

e PERIODS | TOTAL
S.NO. e COURSE NAME | CATEGORY | PER WEEK | CONTACT | CREDITS
L [ T | P | PERIODS
THEORY
L. | PPMC3PCI10 | Al for Data Science PC 157 e v 3 3
2. | PPMC3PCI1 | Internet of Things PC ] e 3 3 3
3 RPRNEEPE | et Qudlitygand PC S ) 5 4
Testing
4. PPMC3PEXX | Professional Elective III PE 3 - - 3 3
> | PPMC3PEXX | Professional Elective IV PE 2yt ey 3 3
6. | PPMC30C01 | Open Elective OF £ e e 3 3
PRACTICALS
7- | PPMC3PLO05 | Data Science Laboratory PL 8 4 2
8. PPMC3PLO6 InterneF of Things PL e v 7 5
Laboratory
9| PPMC3PRO1 | Mini Project PR 0l0]2 2 I
Total 24
SEMESTER IV
PERIODS PER | TOTAL
| WEEK CONTAC
S(')N COURSE CODE | COURSE NAME CATI;GOR T CRI;DIT
' ' L |T| P | PERIOD
S
L1 PPMC4PRO2 | Project PR EEHINE ST 12 12
|
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PROFESSIONAL ELECTIVES -1 & II

SEMESTER II
COURSE CATE - | CONTACT
S.No. CODE COURSE TITLE GORY | PERIODS L ¢
Lo | PRNVICOPEOL || - o Frojeet PE 3 3 3
Management
2 PPMC2PEQ2 | Professional Ethics in IT PE 3 3 3
3. PPMC2PEO3 Advances in Operating PE 3 3 3
System
4. PPMC2PE04 Inforrqatxon Retrieval PE 3 3 0
Techniques
ot PPMC2PEOS | Wireless Networking PE 3 3 3
= PPMC2PE06 | Soft Computing Techniques BE 3 3 3
7| PPMC2PE07 | Cyber Security PE 3 3 3
& PPMC2PEO8 | Digital Image Processing PE 3 3 4
9. | pPMCIPEQY |22 Minjge and BRta PE 3 3 3
Warehousing Techniques
L0} PPMC2PE10 | Software Architecture PE 3 3 3
IL. | PPMC2PEI1 | Agile Methodologies PE 3 3 3
PROFESSIONAL ELECTIVES - IIT & IV
SEMESTER III
COURSE : CATE - | CONTACT
S.No. CODE COURSE TITLE GORY | PERIODS L C
e PPMC3PEO]l | Exploratory Data Analysis PE 3 3 3
2. | PPMC3PE02 | Deep Learning PE 3 3 3
3- | PPMC3PE03 | Big Data Analytics PE 3 3 3
4. PPMC3PE04 Data \(lsuallzat1011 PE 3 3 3
Techniques
> PPMC3PEO5 | Business Data Analytics PE 3 3 3
6. PPMC3PEOS Inform.atlon Retrieval PE 3 3 3
Techniques
s PPMC3PEO7 | DevOps and Microservices PE 3 3 3
8. PPMC3PEOS Security and Prl_vacy in PE 3 3 3
Cloud
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SUMMARY

I II | 1ur | 1v

S.NO Subject Area . CTO(t;}i
Credits Per Semester Tegits
1 Foundation Courses (FC) 4 4
3 Professional Core (PC) 12 16 14 10 40
4 Professional Elective (PE) 6 6 12
5 Open Elective (OE) 3 3
6 Industry Lecture (IL) \ 0
Professional Laboratory
7 (PL) 4 4 4 12
Professional Development
8 (PD) 1 1 2
9 Project (PR) 1 12 13
10 | Audit Course (AC) \ \ 0
Total 25 25 | 24 12 86
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9. PPMC3PE09 | Cloud Services Management PE 3 3 00 3
10. | ppMC3PE10 | Storage Technologies PE 3 3 (040 | 3
1.1 PPMC3PEL1 | Virtualization PE 3 3 00| 3
AUDIT COURSES (AC)
Registration for any of these courses is optional to students
PERIODS PER
S.NO. nggEE COURSE NAME WEEK CREDITS
L T P
! PPMCIACO1 | English for Research Paper Writing 0 0 0
2 PPMC2ACO02 | Disaster Management 2 0 0 0
3 | PPMC2ACO03 | Constitution of India g =g o 0
BRIDGE COURSES
(For the M.C.A students admitted under non-computer-science background category)
COURSE PERIODS TOTAL
S.NO. CODE COURSE NAME CATEGORY | PER WEEK | CONTACT | CREDITS
L | T | P | PERIODS
L. | PPMCIBCO] |[ontz: Structures gid BC 30070} | 2 5 0
Algorithms
2.| ppMCIBCOD [Rroblem Solying and BC 30 | 2 5 0
Programming in C
b Introduction to Computer
2+ | PPMC2BCO03 | Organization and BC 3 0 0 3 0
Operating Systems
4. PPMC2BCO4 Database Management BC 3l 0 2 5 0
Systems
5-| PPMC3BCO5 | Web Design BC 300 3 0
6. PPMC3BCO06 Basics .Of Computer BC 3| o 0 3 0
Networks
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APPLIED PROBABILITY AND STATISTICS FOR LTPC

PPMCI1FCO1 COMPUTER SCIENCE ENGINEERS

3 104

COURSE OBJECTIVE

e To encourage students to develop a working knowledge of the central ideas of Linear Algebra

e To enable students to understand the concepts of Probability and Random Variables.

e To understand the basic probability concepts with respect to two dimensional random variables
along with the relationship between the random variables and the significance of the central limit
theorem.

e To apply the small / large sample tests through Tests of hypothesis

e To enable the students to use the concepts of multivariate normal distribution and principal components
analysis

UNIT -1 LINEAR ALGEBR 12

Vector spaces — norms — Inner Products — Eigenvalues using QR transformations — QR factorization —
generalized eigenvectors — Canonical forms — singular value decomposition and applications — pseudo
inverse — least square approximations.

UNIT - II PROBABILITY AND RANDOM VARIABLES 12

Probability — Axioms of probability — Conditional probability — Bayes theorem — Random variables —
Probability function — Moments — Moment generating functions and their properties — Binomial, Poisson
, Geometric, Uniform, Exponential, Gamma and Normal distributions — Function of a random variable.

UNIT - III TWO DIMENSIONAL RANDOM VARIABLES 12

Joint distributions — Marginal and conditional distributions — Functions of two dimensional random
variables — Regression curve — Correlation.

UNIT - IV TESTING OF HYPOTHESIS 12

Sampling distributions — Type I and Type II errors — Small and Large samples — Tests based on Normal,
t, Chi square and F distributions for testing of mean , variance and proportions — Tests for independence

of attributes and goodness of fit.

UNIT -V MULTIVARIATE ANALYSIS 12

Random vectors and matrices — Mean vectors and covariance matrices — Multivariate normal density and
its properties — Principal components — Population principal components — Principal components from

standardized variables.

TOTAL : 60PERIODS
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PPMCI1PCO1 ADVANCED DATA STRUCTURES AND ALGORITHMS
350203

COURSE OBJECTIVE

e To understand the usage of algorithms in computing

e To learn and use hierarchical data structures and its operations

e To learn the usage of graphs and its applications.

e To select and design data structures and algorithms that is appropriate for problems

e To study about NP Completeness of problems.

UNIT I: ROLE OF ALGORITHMS IN COMPUTING & COMPLEXITY ANALYSIS 9

Algorithms — Algorithms as a Technology -Time and Space complexity of algorithms- Asymptotic
analysis-Average and worst-case analysis-Asymptotic notation-Importance of efficient algorithms

Program erformance measurement - Recurrences: The Substitution Method — The Recursion-Tree

Method- Data structures and algorithms.

UNIT II HIERARCHICAL DATA STRUCTURES 9

Binary Search Trees: Basics — Querying a Binary search tree — Insertion and Deletion- Red Black trees:
Properties of Red-Black Trees — Rotations — Insertion — Deletion -B-Trees: Definition of B - trees —
Basic operations on B-Trees — Deleting a key from a B-Tree- Heap — Heap Implementation — Disjoint
Sets - Fibonacci Heaps: structure — Mergeable-heap operations Decreasing a key and deleting a node-

Bounding the maximum degree

UNIT III - GRAPHS : 9

Elementary Graph Algorithms: Representations of Graphs — Breadth-First Search — Depth-First Search —
Topological Sort — Strongly Connected Components- Minimum Spanning Trees: Growing a Minimum
Spanning Tree — Kruskal and Prim- Single-Source Shortest Paths: The Bellman-Ford algorithm — Single-
Source Shortest paths in Directed Acyclic Graphs — Dijkstra‘s Algorithm; Dynamic Programming - All-
Pairs Shortest Paths: Shortest Paths and Matrix Multiplication — The Floyd-Warshall Algorithm.

UNIT IV - ALGORITHM DESIGN TECHNIQUES 9

Dynamic Programming: Matrix-Chain Multiplication — Elements of Dynamic Programming — Longest
Common Subsequence- Greedy Algorithms: — Elements of the Greedy Strategy- An Activity-Selection
Problem - Huffman Coding.

UNIT - V:NP COMPLETE AND NP HARD 9

NP-Completeness: Polynomial Time — Polynomial-Time Verification — NP- Completeness and
Reducibility — NP-Completeness Proofs — NP-Complete Problems.

TOTAL : 45 PERIODS
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COURSE OUTCOMES
Blooms Level

On successful completion of this course, the student will be able to.

* Design data structures and algorithms to solve computing problems. Creating

e Choose and implement efficient data structures and apply them to | Understanding
solve problems.

* Design algorithms using graph structure and various string-matching | Applying
algorithms to solve real-life problems

* Design one’s own algorithm for an unknown problem. Applying
- . . Applying
® Apply suitable design strategy for problem solving
TEXT BOOKS:
1. S.Sridhar,” Design and Analysis of Algorithms”, Oxford University Press, st Edition,
2014. :
2. Adam Drozdex, “Data Structures and Algorithms in C++”, Cengage Learning, 4th Edition,
2013 :
REFERENCE BOOKS:

I. T.H. Cormen, C.E.Leiserson, R.L. Rivest band C.Stein, "Introduction to Algorithms",
Prentice Hall of India, 3rd Edition, 2012

Mark Allen Weiss, “Data Structures and Algorithms in C++”, Pearson Education, 3rd
Edition, 2009.
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LTPC

PPMC1PC02 OBJECT ORIENTED SOFTWARE ENGINEERING 3003

COURSE OBJECTIVE

e To understand the phases in object oriented software development

e To gain fundamental concepts of requirements engineering and analysis.

e To know about the different approach for object oriented design and its methods

e To learn about how to perform object oriented testing and how to maintain software
e To provide various quality metrics and to ensure risk management

UNIT I:SOFTWARE DEVELOPMENT AND PROCESS MODELS 9

Introduction to Software Development — Challenges — An Engineering Perspective — Object
Orientation — Software Development Process — Iterative Development Process — Process Models
— Life Cycle Models — Unified Process — Iterative and Incremental — Agile Processes

UNITII MODELING OO SYSTEMS 9

Object Oriented Analysis (OOA / Coad-Yourdon), Object Oriented Design (OOD/Booch), Hierarchical
Object Oriented Design (HOOD), Object Modeling Technique (OMT) — Requirement Elicitation — Use
Cases — SRS Document — OOA - Identification of Classes and Relationships, Identifying State and
Behavior — OOD - Interaction Diagrams — Sequence Diagram — Collaboration Diagrams -v Unified
Modeling Language and Tool

UNIT III - DESIGN PATTERNS 9

Design Principles — Design Patterns — GRASP — GoF — Dynamic Object Modeling — Static Object
Modeling.

UNIT IV - SYSTEM TESTING ' 9

Software testing: Software Verification Techniques — Object Oriented Checklist :- Functional Testing —
Structural Testing — Class Testing — Mutation Testing — Levels of Testing — Static and Dynamic Testing
Tools - Software Maintenance — Categories — Challenges of Software Maintenance — Maintenance of

Object Oriented Software — Regression Testing

UNIT - V: SOFTWARE QUALITY AND METRICS 9

Need of Object Oriented Software Estimation — Lorenz and Kidd Estimation — Use Case Points Method —
Class Point Method — Object Oriented Function Point — Risk Management — Software Quality Models —
Analyzing the Metric Data — Metrics for Measuring Size and Structure — Measuring Software Quality -
Object Oriented Metrics

COURSE OUTCOMES: Blooms Level
CO 1 : Design object oriented software using appropriate process models. Apply

CO 2 : Differentiate software processes under waterfall and agile methodology. Remember

CO 3: Design and Develop UML diagrams for software projects. Apply

CO 4 : Categorize testing methods and compare different testing tools for Undorstaid

software processes.
CO 5 : Analyze object oriented metrics and quality for software engineering Apply
processes.

TOTAL: 45 PERIODS
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TEXT BOOK

. Yogesh Singh, RuchikaMalhotra, Object — Oriented Software Engineering”, PHI Learning
Private Limited ,First edition,2012

2. Ivar Jacobson. Magnus Christerson, PatrikJonsson, Gunnar Overgaard, “Object Oriented Software
Engineering, A Use Case Driven Approach”, Pearson Education, Seventh Impression, 2009

REFERENCES:

1. Grady Booch, Robert A. Maksimchuk, Michael W. Engle, Bobbij J. Young, Jim Conallen, Kelli A.
Houston, “Object Oriented Analysis & Design with Applications, Third Edition,  Pearson
Education,2010

2. RogersS. Pressman, “Software Engineering: A Practitioner’s Approach, Tata McGraw-Hil| Education, 8th

Edition, 2015

CO - PO Mapping
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PPMC1PC03 PYTHON PROGRAMMING LTPC

3003

COURSE OBJECTIVE

e To develop Python programs with conditionals, loops and functions.
e To use Python data structures — lists, tuples, dictionaries.

e To do input/output with files in Python

e To use modules, packages and frameworks in python

e To define a class with attributes and methods in python

UNIT I: BASICS OF PYTHON 9

Introduction to Python Programming — Python Interpreter and Interactive Mode— Variables and
Identifiers — Arithmetic Operators — Values and Types — Statements. Operators — Boolean Values —
Operator Precedence — Expression — Conditionals: If-Else Constructs — Loop Structures/Iterative
Statements — While Loop — For Loop — Break Statement-Continue statement — Function Call and
Returning Values — Parameter Passing — Local and Global Scope — Recursive Function

UNITII DATA TYPES IN PYTHON : 9

Lists, Tuples, Sets, Strings, Dictionary, Modules: Module Loading and Execution — Packages — Making
Your Own Module — The Python Standard Libraries.

UNIT III - FILE HANDLING AND EXCEPTION HANDLING 9

Files: Introduction — File Path — Opening and Closing Files — Reading and Writing Files —File Position —
Exception: Errors and Exceptions, Exception Handling, Multiple Exceptions

UNIT IV - MODULES & PACKAGES 9

Modules: Introduction — Module Loading and Execution — Packages — Making Your Own Module —The
Python Libraries for data processing, data mining and-visualization- NUMPY, Pandas, Matplotlib, Plotly-
Frameworks- -Django, Flask, Web2Py

UNIT - V: OBJECT ORIENTED PROGRAMMING IN PYTHON _ 9

Creating a Class, Class methods, Class Inheritance, Encapsulation, Polymorphism, class method vs. static
methods, Python object persistence

COURSE OUTCOMES: Blooms Level
CO 1 : Develop algorithmic solutions to simple computational problems Apply
CO 2 : Represent compound data using Python lists, tuples and dictionaries. Remember
CO 3 : Read and write data from/to files in Python Programs
; A b Understand
CO 4 : Structure simple Python programs using libraries, modules etc. o

CO 5 : Structure a program by bundling related properties and behaviors into | create
individual objects

TOTAL: 45 PERIODS




TEXT BOOK

I. Reema Thareja, “Python Programming using Problem Solving Approach”, Oxford University
Press, First edition, 2017

2. Allen B. Downey, “Think Python: How to Think Like a Computer Scientist”, Second Edition,
Shroff, O‘Reilly Publishers, 2016 (http://greenteapress.com/wp/thinkpython/

REFERENCES:
1. Guido van Rossum, Fred L. Drake Jr., “An Introduction to Python — Revised and Updated for
Python 3.2, Network Theory Ltd., First edition, 2011
2. John V Guttag, “Introduction to Computation and Programming Using Python”, Revised and
Expanded Edition, MIT Press, 2013

3. Charles Dierbach, “Introduction to Computer Science using Python”, Wiley India Edition,
First Edition, 2016

c N~ ‘z"""x—ﬁ}
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PPMC1PC04 CLOUD COMPUTING TECHNOLOGIES LTPC
3003
COURSE OBJECTIVE
e To understand the basic concepts of Distributed systems.
e To learn about the current trend and basics of Cloud computing.
e To be familiar with various Cloud concepts.
e To expose with the Server, Network and storage virtualization.
e To be aware of Microservices and DevOps.
UNIT I: DISTRIBUTED SYSTEMS 9

Introduction to Distributed Systems — Characterization of Distributed Systems — Distributed
Architectural Models —Remote Invocation — Request-Reply Protocols — Remote Procedure Call —
Remote Method Invocation — Group Communication — Coordination in Group Communication —
Ordered Multicast — Time Ordering — Physical Clock Synchronization — Logical Time and Logical
Clocks.

UNITII BASICS OF CLOUD COMPUTING 9

Cloud Computing Basics — Desired features of Cloud Computing — Elasticity in Cloud — On demand
provisioning - Applications — Benefits — Cloud Components: Clients, Datacenters & Distributed
Servers — Characterization of Distributed Systems — Distributed Architectural Models - Principles of
Parallel and Distributed computing - Applications of Cloud computing — Benefits — Cloud services —
Open source Cloud Software: Eucalyptus, Open Nebula, Open stack, Aneka, Cloudsim.

UNIT III - CLOUD INFRASTRUCTURE 9

Cloud Architecture and Design — Architectural design challenges — Technologies for Network based
system - NIST Cloud computing Reference. Architecture — Public, Private and Hybrid 28 clouds —
Cloud Models : IaaS, PaaS and SaaS — Cloud storage providers - Enabling Technologies for the
Internet of Things — Innovative Applications of the Internet of Things.

UNIT IV - CLOUD ENABLING TECHNOLOGIES9 9

Service Oriented Architecture — Web Services — Basics of Virtualization — Emulation — Types of
Virtualization — Implementation levels of Virtualization — Virtualization structures — Tools &
Mechanisms — Virtualization of CPU, Memory & /0 Devices — Desktop Virtualization — Server
Virtualization — Google App Engine — Amazon AWS - Federation in the Cloud.

UNIT - V: MICROSERVICES AND DEVOPS 9

Defining Microservices - Emergence of Microservice Architecture — Design patterns of Microservices
— The Mini web service architecture — Microservice dependency tree — Challenges with Microservices
- SOA vs Microservice — Microservice and APl — Deploying and maintaining Microservices — Reason
for having DevOps — Overview of DevOps — Core elements of DevOps — Life cycle of DevOps —
Adoption of DevOps - DevOps Tools — Build, Promotion and Deployment in DevOps.

TOTAL: 45 PERIODS




COURSE OUTCOMES: : Blooms Level.

Use Distributed systems in Cloud Environment. Create
Articulate the main concepts, key technologies, strengths and limitations | Understand
of Cloud computing.

e Identify the Architecture, Infrastructure and delivery models of Cloud | Remember
computing.

o Install, choose and use the appropriate current technology for the el
implementation of Cloud. PPy

e Adopt Microservices and DevOps in Cloud environments Apply

TEXT BOOK

1%

Kai Hwang, Geoffrey C. Fox & Jack J.Dongarra, "Distributed and Cloud Computing, From
Parallel Processing to the Internet of Things", Morgan Kaufmann Publishers, First Edition, 2012

2. Richard Rodger, “The Tao of Microservices”, ISBN 9781617293 146, Manning Publications, First
Edition, December 2017.
REFERENCES
I. Andrew S. Tanenbaum & Maarten Van Steen,“Distributed Systems - Principles and Paradigms”,
Third Edition, Pearson, 2017.
2. Thomas Erl, Zaigham Mahood & Ricardo Puttini, “Cloud Computing, Concept, Technology &

98]

Architecture”, Prentice Hall, SecondEdition, 2013.

Magnus Larsson, “Hands-On Microservices with Spring Boot and Spring Cloud: Build and deploy
microservices using spring cloud, Istio and kubernetes”, Packt Publishing Ltd, First Edition,

September 2019.
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PPMCI1PCO05 JAVA PROGRAMMING LTPC

3024

COURSE OBJECTIVE

e To provide an overview of working principles of internet, web related functionalities

e To understand and apply the fundamentals core java, packages, database connectivity for
computing

e To develop Java based web programming

e To enhance the knowledge to server side programming

e To Understand the OOPS concept & how to apply in programming

UNIT I: JAVA FUNDAMENTALS 9 +6

Java features — Java Platform — Java Fundamentals — Expressions, Operators, and Control Structures —
Classes, Methods — Inheritance - Packages and Interfaces — Boxing, Un boxing — Variable-Length
Arguments (Varargs), Exception Handling

UNIT II COLLECTIONS AND ADVANCE FEATURES 9 +6

Utility Packages- Introduction to collection —Hierarchy of Collection framework — Generics, Array list,
LL, Hash Set, Tree set, Hash Map — Comparators — Java annotations — Pre main method.

| UNIT IIT - ADVANCED JAVAPROGRAMMING 9 +6

Input Output Packages — Inner Classes — Java Database Connectivity - Introduction JDBC Drivers - JDBC
connectivity with MySQL/Oracle -Prepared Statement & Result Set — JDBC Stored procedures invocation
- Servlets - RMI — Swing Fundamentals - Swing Classes

UNIT IV - OVERVIEW OF DATA RETRIEVAL & ENTERPRISE APPLICATION
DEVELOPMENT 9 +6

Tiered Application development - Java Servers, containers —-Web Container — Creating Web Application
using JSP/Servlets — Web Frameworks Introduction to Spring/ Play Framework — ORM Layer —
Introduction to Hibernate.

UNIT - V: JAVA INTERNALS AND NETWORKING 9 +6

Java jar Files-Introspection — Garbage collection — Architecture and design — GC Cleanup process,
Invoking GC, Generation in GC - Networking Basics Java and the Net — InetAddress — TCP/IP Client
Sockets — URL —URL Connection — TCP/IP Server Sockets — A Caching Proxy HTTP Server —

Datagrams

1. Writing Java programs by making use of class, interface, package, etc for the following
e # Different types of inheritance study

e # Uses of ‘this’ keyword

e # Polymorphism

e # Creation of user specific packages

e # Creation of jar files and using them

e # User specific exception handling

Writing window based GUI applications using frames and applets such as Calculator
application, Fahrenheit to Centigrade conversion etc.

Application of threads examples

Create a Personal Information System using Swing

Reading and writing text files

Writing an RMI application to access a remote method

Writing a Servlet program with database connectivity for a web based application such as
students result status checking, PNR number enquiry etc

Creation and usage of Java bean

NowvAwL
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9. Create an Application to search Phone Number using contact Name Using Hash Map
10. Create an Application which finds the Duplicates in E-mail using Set Interface

COURSE OUTCOMES: Blooms Level

e Implement Java programs. Create

e Apply the Object Oriented features of Java for programming on the | Apply
internet
* Make use of hierarchy of Java classes to provide a solution to a given set of | Create
requirements found in the Java API
 Use the frameworks JSP, Hibernate, Spring Apply
* Design and implement server side programs using Servlets and JSP. Create

TOTAL: 45 PERIODS

TEXT BOOK

I. Amritendu De, “Spring 4 and Hibernate 4: Agile Java Design and Development”, McGraw-Hill

Education, 2015
2. R. Nageswara Rao,“Core Java: An Integrated Approach”, DreamTech Press, 2016

REFERENCES:
l. Herbert Schildt, The Complete Reference — Jaya 2, Ninth Edition, Tata McGraw Hill, 2014
2. Joyce Farrell, “Java Programming”, Cengage Learning, Seventh Edition, 2014
3. John Dean, Raymond Dean, “Introduction to Programming with JAVA — A Problem Approach”,

Tata Mc Graw Hill, 2014
4. Mabhesh P. Matha, “Core Java A Comprehensive Study”, Prentice Hall of India, 2011
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PPMCI1PLO1 ADVANCED DATA STRUCTURES AND LTPC

ALGORITHMS LABORATORY

0042

COURSE OBJECTIVE

To acquire the knowledge of using advanced tree structures
To learn the usage of heap structures
To understand the usage of graph structures and spanning trees

To understand the problems such as matrix chain multiplication, activity selection and Huffman
coding

To understand the necessary mathematical abstraction to solve problems.

LIST OF EXPERIMENTS:

1L

© N LA L

Implementation of recursive function for tree traversal and Fibonacci
Implementation of iteration function for tree traversal and Fibonacci
Implementation of Merge Sort and Quick Sort

Implementation of a Binary Search Tree

Red-Black Tree Implementation

Heap Implementation

Fibonacci Heap Implementation

Graph Traversals

. Spanning Tree Implementation

10. Shortest Path Algorithms (Dijkstra's algorithm, Bellman Ford Algorithm)

11. Implementation of Matrix Chain Multiplication
12. Activity Selection and Huffman Coding Implementation

TOTAL : 60 PERIODS

COURSE OUTCOMES: Blooms Level
e Design and implement basic and advanced data structures extensively Apply
e Design algorithms using graph structures Apply
. Desjgn and .develop efficient algorithms with minimum complexity using Apply
design techniques
e Develop programs using various algorithms. Create
e Choose appropriate data structures and algorithms, understand the
ADT/libraries, and use it to design algorithms for a specific problem Understand
TEXT BOOK

1,

Lipschutz Seymour, “Data Structures Schaum's Outlines Series”, Tata McGraw Hill, 3rd Edition,
2014.

REFERENCE:

2,

Alfred V. Aho, John E. Hopcroft, Jeffrey D. Ullman, “Data Structures and Algorithms”, Pearson
Education, Reprint 2006.




WEBSITE REFERENCE:

L; http://www.coursera.org/specializations/data-structmes—algorithms
D http://Www.tutorialspoint.com/data_structures_algorithms
3. http://www.geeksforgeeks.org/data-structures/
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PPMC1PL02 PYTHON PROGRAMMING LABORATORY LTPC

0042

COURSE OBJECTIVE

e Develop Python programs with conditionals, loops and functions
e Represent compound data using Python lists, tuples, dictionaries
e Read and write data from/to files in Python
e Implement NumPy, Pandas, Matplotlib libraries
e Implement object oriented concepts
LIST OF EXPERIMENTS:
1. Python programming using simple statements and expressions (exchange the values of two
variables, circulate the values of n variables, distance between two points).
2. Scientific problems using Conditionals and Iterative loops.
3. Linear search and Binary search
4. Selection sort, Insertion sort
5. Merge sort, Quick Sort
6. Implementing applications using Lists, Tuples.
7. Implementing applications using Sets, Dictionaries.
8. Implementing programs using Functions.
9. Implementing programs using Strings.
10. Implementing programs using written modules and Python Standard Libraries (pandas, numpy,

ot
—

12.
13.

Matplotlib, scipy)

. Implementing real-time/technical applications using File handling.

Implementing real-time/technical applications using Exception handling.
Creating and Instantiating classes

HARDWARE/SOFTWARE REQUIREMENTS:

B W

Processors: Intel Atom® processor Intel®Core™i3 processor
Disk space: 1GB.

Operating systems: Windows 7,macOS and Linux

Python versions:2.7, 3.6, 3.8

TOTAL : 60 PERIODS

COURSE OUTCOMES: Blooms Level

Apply the Python language syntax including control statements, loops | Apply
and functions to solve a wide variety of problems in mathematics and
science.

Use the core data structures like lists, dictionaries, tuples and sets in Apply

Python to store, process and sort the data
: : Create
Create files and perform read and write operations

Illustrate the application of python libraries. Remember

Handle exceptions and create classes and objects for any real time | Understand
applications

v = ¢ 4 ——
C 7 A ) e
\ - (L
-

M 21




TEXT BOOK
1. Allen B. Downey, “Think Python: How to Think Like a Computer Scientist”, Second Edition,

Updated for Python 3, Shroff/O’Reilly Publishers, 2016.
2. Shroff “Learning Python: Powerful Object-Oriented Programming; Fifth edition, 2013.

REFERENCE:
1. David M.Beazley “Python Essential Reference”. Addison-Wesley Professional; Fourth edition,

2009.
2. David M. Baezly “Python Cookbook” O’Reilly Media; Third edition (June 1, 2013).

WEBSITE REFERENCE:

1. http://www.edx.org/
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PPMC1PDO01 COMMUNICATION SKILLS -1 LTPC

0021

COURSE OBJECTIVE

e To provide opportunities to learners to practice English and thereby make them proficient users of
the language.

e To enable learners to fine-tune their linguistic skills (LSRW) with the help of technology

e To improve the performance of students’ listening, speaking, reading and writing skills and
thereby enhance their career opportunities.

LIST OF ACTIVITIES:
1. Listening:

o Listening and practicing neutral accents

o Listening to short talks and lectures and completing listening comprehension exercises

o Listening to TED Talks

L

Speaking:
o Giving one minute talks
o Participating in small Group Discussions
o Making Presentations

Reading:

(98]

o Reading Comprehension
o Reading subject specific material
o Technical Vocabulary
4. .Writing:
o Formal vs Informal Writing
o Paragraph Writing
o Essay Writing

o Email Writing 9

REFERENCES / MANUALS / SOFTWARE:
e Open Sources / websites

TOTAL: 30 PERIODS

COURSE OUTCOMES: Blooms Level
e Listen and comprehend lectures in English Understand
e Articulate well and give presentations clearly Remember
e Participate in Group Discussions successfully Remember
e Communicate effectively in formal and informal writing ﬁg g ;;’

e Write proficient essays and emails
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PPMC2PC06 FULL STACK WEB DEVELOPMENT LTPC

3003

COURSE OBJECTIVE

e To understand the fundamentals of web programming and client side scripting.
e To learn server side development using NodeJS.
e To understand API development with Express Framework.
e To understand and architect databases using NoSQL and SQL databases.
e To learn the advanced client side scripting and ReactJS framework
UNIT I :INTRODUCTION TO CSS and JAVASCRIPT 9

Introduction to Web: Server - Client - Communication Protocol (HTTP) — Structure of HTML Documents
— Basic Markup tags — Working with Text and Images with CSS— CSS Selectors — CSS Flexbox -
JavaScript: Data Types and Variables - Functions - Events — AJAX: GET and POST

UNIT II:SERVER SIDE PROGRAMMING WITH NODE JS 9

Introduction to Web Servers — Javascript in the Desktop with NodeJS — NPM — Serving files with the http
module — Introduction to the Express framework — Server-side rendering with Templating Engines —
Static Files - async/await - Fetching JSON from Express

UNIT III :ADVANCED NODE JS AND DATABASE 9
Introduction to NoSQL databases — MongoDB system overview - Basic querying with MongoDB shell —
Request body parsing in Express — NodeJS MongoDB connection — Adding and retrieving data to
MongoDB from NodelS — Handling SQL databases from NodeJS — Handling Cookies in NodelS —
Handling User Authentication with NodeJS

UNIT IV: ADVANCED CLIENT SIDE PROGRAMMING 9
React JS: ReactDOM - JSX - Components - Properties — Fetch API - State and Lifecycle - -JS
Localstorage - Events - Lifting State Up - Composition and Inheritance

UNIT - V: APP IMPLEMENTATION IN CLOUD 9
Cloud providers Overview — Virtual Private Cloud — Scaling (Horizontal and Vertical) — Virtual
Machines, Ethernet and Switches — Docker Container — Kubernetes

TOTAL: 45 PERIODS

COURSE OUTCOMES: Blooms Level
e Write client side scripting HTML, CSS and JS. Create
e Implement and architect the server side of the web application. Apply
e Implement Web Application using NodeJS. Atply
e Architect NoSQL databases with MongoDB. Create

e Implement a full-stack Single Page Application using React, NodeJS and | Apply
MongoDB and deploy on Cloud.

M (25




TEXT BOOK

1. David Flanagan, “Java Script: The Definitive Guide”, O’Reilly Media, Inc, 7th Edition, 2020

2. .Matt Frisbie, "Professional JavaScript for Web Developers", Wiley Publishing, Inc, 4th Edition,
ISBN: 978-1-119-36656-0, 2019 :

3. Alex Banks, Eve Porcello, "Learning React", O’Reilly Media, Inc, 2nd Edition, 2020

REFERENCES:
1. Marc Wandschneider, “Learning Node”, Addison-Wesley Professional, 2nd Edition, 2016

2. Joe Beda, Kelsey Hightower, Brendan Burns, “Kubernetes: Up and Running”, O’Reilly Media, 1

st edition, 2017
3. Paul Zikopoulos, Christopher Bienko, Chris Backer, Chris Konarski, Sai Vennam, “Cloud Without

Compromise”, O’Reilly Media, 1st edition, 2021
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PPMC2PC07 MACHINE LEARNING LTPC

3003

COURSE OBJECTIVE

e To gain knowledge on foundations of machine learning and apply suitable dimensionality
reduction techniques for an application

o To select the appropriate model and use feature engineering techniques

e To gain knowledge on Probability and Bayesian Learning to solve the given problem
e To design and implement the machine learning techniques for real world problems

e To analyze, learn and classify complex data without predefined models also

UNIT I :INTRODUCTION 9

Human Learning - Types — Machine Learning - Types - Problems not to be solved - Applications -
Languages/Tools— Issues. Preparing to Model: Introduction - Machine Learning Activities - Types of data
- Exploring structure of data - Data quality and remediation - Data Pre-processing

UNIT II MODEL EVALUATION AND FEATURE ENGINEERING 9

Model Selection - Training Model - Model Representation and Interpretability - Evaluating Performance
of a Model - Improving Performance of a Model - Feature Engineering: Feature Transformation - Feature

Subset Selection

UNIT III : BAYESIAN LEARNING
9

Basic Probability Notation- Inference — Independence - Bayes’ Rule. Bayesian Learning: Maximum
Likelihood and Least Squared error hypothesis-Maximum Likelihood hypotheses for predicting
probabilities- Minimum description Length principle -Bayes optimal classifier - Naive Bayes classifier -
Bayesian Belief networks -EM algorithm

UNIT IV: PARAMETRIC MACHINE LEARNING 9

Logistic Regression: Classification and representation — Cost function — Gradient descent — Advanced
optimization — Regularization - Solving the. problems on overfitting. Perceptron — Neural Networks —
Multi — class Classification - Backpropagation — Non-linearity with activation functions (Tanh, Sigmoid,

Relu, PRelu) - Dropout as regularization

UNIT - V: NON PARAMETRIC MACHINE LEARNING 9

k- Nearest Neighbors- Decision Trees — Branching — Greedy Algorithm - Multiple Branches — Continuous
attributes — Pruning. Random Forests: ensemble learning. Boosting — Adaboost algorithm. Support Vector

Machines — Large Margin Intuition — Loss Function - Hinge Loss — SVM Kernels
TOTAL: 45 PERIODS

COURSE OUTCOMES: Blooms Level

e Understand about Data Preprocessing, Dimensionality reduction Understand

e Apply proper model for the given problem and use feature engineering | Apply

techniques

e Make use of Probability Technique to solve the given problem. Create

¢ Analyze the working model and features of Decision tree Analyze

e choose and apply appropriate algorithm to learn and classify the data Apply

S
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TEXT BOOK

1. Ethem Alpaydin, “Introduction to Machine Learning 3e (Adaptive Computation and Machine
Learning Series)”, Third Edition, MIT Press, 2014
2. Tom M. Mitchell, “Machine Learning”, India Edition, 1st Edition, McGraw-Hill Education Private

Limited, 2013
3. Saikat Dutt, Subramanian Chandramouli and Amit Kumar Das, "Machine Learning", 1st Edition,

Pearson Education, 2019

REFERENCES:
1. Christopher M. Bishop, “Pattern Recognition and Machine Learning”, Revised Edition, Springer,
2016

2. Aurelien Geron, “Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow”, 2nd

Edition, O“Reilly, 2019
3. Stephen Marsland, “Machine Learning — An Algorithmic Perspectivel, Second Edition, Chapman

and Hall/CRC Machine Learning and Pattern Recognition Series, 2014
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PPMCIPLOL - ADVANCED DATABASE TECHNOLOGY LTPC
7o 3024

COURSE OBJECTIVE

e To understand the working principles and query processing of distributed databases.

e To understand the basics of spatial, temporal and mobile databases and their applications.
e To distinguish the different types of NoSQL databases.

e To understand the basics of XML and create well-formed and valid XML documents.

e To gain knowledge about information retrieval and web search.

UNIT I: DISTRIBUTED DATABASES 9+6

Distributed Systems — Introduction — Architecture — Distributed Database Concepts — Distributed Data
Storage — Distributed Transactions — Commit Protocols — Concurrency Control — Distributed Query
Processing.

1. MySQL Queries

UNIT II SPATIAL AND TEMPORAL DATABASES ' 9+6

Active Databases Model — Design and Implementation Issues - Temporal Databases - Temporal Querying
- Spatial Databases: Spatial Data Types, Spatial Operators and Queries — Spatial Indexing and Mining —
Applications -— Mobile Databases: Location and Handoff Management, Mobile Transaction Models —

Deductive Databases - Multimedia Databases.
1. Spatial data storage and retrieval in MySQL
2. Temporal data storage and retrieval in MySQL

UNIT III - NOSQL DATABASES : 9+6
NoSQL — CAP Theorem — Sharding - Document based — MongoDB Operation: Insert, Update, Delete,
Query, Indexing, Application, Replication, Sharding—Cassandra: Data Model, Key Space, Table
Operations, CRUD Operations, CQL Types — HIVE: Data types, Database Operations, Partitioning —
HiveQL — OrientDB Graph database — OrientDB Features. -

1. MongoDB — CRUD operations, Indexing, Sharding

2. Cassandra: Table Operations, CRUD Operations, CQL Types
3. HIVE: Data types, Database Operations, Partitioning — HiveQL
4. OrientDB Graph database — OrientDB Features

UNIT 1V - XML DATABASES 9+6
Structured, Semi structured, and Unstructured Data — XML Hierarchical Data Model — XML Documents
— Document Type Definition <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>